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Abstract—With the average shelf life of an employee’s skills at less than five years, it is imperative that organizations support their employees in staying current in new and emerging skills and in learning how to learn. Learning management systems, once seen as a one-size-fits-all learning solution, have not effectively kept pace with wider technology development, and the needs and expectations of workplace learning. Moreover, organizations tend to have too narrow a view when considering the elements that affect learning at their organization. An ecological and holistic approach is needed to improve learning environments and to future-proof these environments for new developments in education and technology. This paper explores the existing literature and frameworks for learning ecosystems and proposes a new learning ecosystem framework that consists of seven key elements: (1) technology and data architecture, (2) governance, (3) analytics, (4) semantic ePortfolios, (5) intrinsic and extrinsic motivators, (6) social learning and engagement, and (7) personalization.
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1 Introduction

Learning is part of a human’s life. With the average shelf life of an employee’s skills at less than five years, it is imperative that organizations support their employees in staying current in new and emerging skills and in learning how to learn [1, 2]. Considering this reality against a backdrop of globalization, rapid technological development, and redefinition of our social, cultural, and organizational systems, it is clear that it is time to rethink how learning is achieved [3].

Learning management systems (LMSs) were once seen as a one-size-fits-all learning solution and have been widely adopted by schools and organizations. However, it is clear that LMSs are more successful in facilitating the administration of learning rather than facilitating the learning process [4, 5, 6]. The course- and instructor-centric design of LMSs often do not support modern pedagogies, which may not be effective or possible in the traditional LMS without expensive upgrades or integrations [5, 4]. Additionally, the rapid development of other technologies and poor interoperability between LMSs and other learning systems have meant that some LMS
companies have struggled to keep up [7]. Limitations of the current state are described in Table 1 [7, 3, 4].

<table>
<thead>
<tr>
<th>Limitation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid technology development</td>
<td>Technology is developing so rapidly that organizations need to continuously upgrade their infrastructure. It creates an environment where there is a need to purchase new learning applications to supplement the affordances of current systems.</td>
</tr>
<tr>
<td>Lack of interoperability</td>
<td>Many learning systems attempt to lock you in to their products, which creates a lack of flexibility for learners and instructors and limits the ability to integrate new tools. It can be extremely expensive to develop integrations between two learning systems. This lack of interoperability creates an environment where organizations have multiple siloed systems which operate independently from one another.</td>
</tr>
<tr>
<td>Poor learning data</td>
<td>Most education data captured is spotty, meaningless, and is recorded in disconnected and siloed systems which speak different languages. This creates an environment where learning data cannot be used effectively to improve content or learning environments and where it is difficult to correlate data from multiple systems and/or in class activities. Additionally, informal learning data is often not considered and not captured.</td>
</tr>
<tr>
<td>Lack of cohesion</td>
<td>Most learning experiences are disconnected from one another and lack cohesion. The amalgamation of lifelong and institutional learning is difficult when access to learning content and an individual’s learning data is no longer accessible if they leave a specific school or organization.</td>
</tr>
<tr>
<td>Lack of personalization</td>
<td>Learners have little to no control over the environments in which they are engaged. This can include not being able to control the pace of their learning, systems not being responsive to the needs of the specific learner, not being able to choose what content they engage with, and not being able to access a system with their own personal device. Additionally, it is typically the needs of the organization, not the needs of the learner that informs the design and requirements of a learning system.</td>
</tr>
</tbody>
</table>

To address these challenges there is a need to think about the learning environment from a different perspective. To ensure life-long learning so learners continue to gain new knowledge and skills, learning environments must be flexible and personalized to the needs of the learner [5]. An ecological and holistic approach is needed to improve learning environments and to future-proof these environments for new developments in education and technology [5, 8, 9, 2, 4, 10, 7, 6].

This paper will describe the ecological and holistic approach of a learning ecosystem and how organizations can tap into it to optimize their learning environment. The following sections will define and describe a learning ecosystem and will propose and describe a new learning ecosystem framework. While this paper is situated in a corporate learning context, the new learning ecosystem framework is also relevant for K-12 and higher education.
2 Learning Ecosystems

The concept behind a learning ecosystem stems from the biological ecosystem, which is defined as a “complex of living organisms, their physical environment and all their interrelationships in a particular unit of space” [11]. A biological ecosystem consists of biotic (living) and abiotic (non-living) units and all the interconnected relationships between them within specified physical boundaries [5]. Ref. [5] offers a simplified view of the learning ecosystem as seen in Figure 1.

![Fig. 1. Simplified representation of a learning ecosystem [5]](image)

The biotic units (learning stakeholders) consist of the living elements in an ecosystem. This can include teachers, content developers, instructional designers, learners, etc. The abiotic unit (learning utilities or learning environment), are the non-living elements. This can include learning content, learning management systems, mobile apps, websites, analytics systems, etc. The biotic and abiotic units together create the learning environment. The borders of the learning environment are influenced by internal and external factors such as organizational or governmental policies and strategies, learning culture, the evolution of knowledge in society, cultural and sociological aspects, etc. [5]. These elements together create the learning ecosystem.

A learning ecosystem can be defined as “A system of people, content, technology, culture, and strategy, existing both within and outside of an organization, all of which has an impact on both the formal and informal learning that goes on in that organization” [12]. Every organization has a learning ecosystem in some state of maturity. Take the example of an organization that simply has a learning management system. In this case, the abiotic units of the ecosystem might consist of the LMS, the learning
content housed on the LMS, learning content delivered in person, the human resource information system (employee profiles), and active directory (authentication system for logging in). The biotic units might consist of the subject matter experts, the instructional designers, the content developers, and the learners who engage with the content. Internal influences might include the education policies, strategies, and learning culture of the organization. External influences to the organization might include what is being taught by colleges and universities that their current and new staff are engaged with, videos on YouTube staff are watching, staff who are engaging with champions and other staff on social media, who may be from within and from other organizations, and government legislation, strategies and budgets. The ecosystem perspective is interested in the relationships and interactions between the biotic and abiotic units, and the internal and external influences that all affect the ecosystem [5]. It is interested in the natural and spontaneous clusters and groups that interact with one another (visualized as the circles in Figure 1) and it is interested in how the conditions of the learning ecosystem influence the behaviour of the biotic and abiotic units [5]. An understanding and recognition of these relationships puts an organization at a strategic advantage — allowing them to take informed action to influence the overall ecosystem to better meet their desired outcomes and to better support the learning process.

The generic overview of a learning ecosystem described in Ref. [5], does not however address how organizations can tap into and mature the learning ecosystem that already exists in their organization. A framework that considers details of the entire ecology of a learning ecosystem is needed to guide organizations in maturing their learning ecosystem. The next section of this paper reviews existing literature on learning ecosystem frameworks and identifies gaps that exist. These frameworks are then combined into a new learning ecosystem framework that fills these gaps.

3 Learning Ecosystem Framework 2.0 (LEF 2.0)

Ref. [9] reviews several ecosystem-based learning models and emphasizes the need for a framework which combines and extends these models. Since publication of that paper, new frameworks have appeared that attempt to do accomplish this. Ref. [4] proposes a model with five domains that should be considered to fully realize a Next Generation Digital Learning Environment (NGDLE). These domains include:

1) Interoperability and integration
2) Personalization
3) Analytics, advising, and learning assessment
4) Collaboration
5) Accessibility and universal design

Ref. [6] proposes an ecosystem that pivots around:

1) A framework architecture that supports learning service-based ecosystems
2) Learning analytics for educational decision making
3) Adaptive knowledge systems
4) Gamification of learning processes
5) Semantic portfolios to collect evidence of learning

These proposed frameworks combine many of the elements discussed in the Ref. [9] review, but neither considers internal and external influences on the learning ecosystem as discussed in Ref. [5]. The framework proposed in Ref. [6] lacks consideration of the networks formed between biotic units in the ecosystem. Other frameworks such as Ref. [13]’s e-Learning theoretical framework and Ref. [14]’s learning ecosystem to support flipped classrooms, are useful in their local context, but are too narrow in focus to be widely utilized. While considerable progress had been made in developing a learning ecosystem framework as visualized in Figure 1, work is still needed to actualize a framework that empowers organizations to take action to shape their learning ecosystem to meet their desired outcomes and to better support the learning process.

The new learning ecosystem framework, called the Learning Ecosystem Framework 2.0 (LEF 2.0), described in this paper builds on older models described in the learning ecosystem literature and goes beyond existing work by considering research and best practices within each framework element. The LEF 2.0 is offered as a guide to help organizations take control of, utilize, and improve their learning ecosystem, while being flexible and adaptive to the needs of the learner and the organization. The LEF 2.0 should be worked towards in stages and is intended as a starting point for planning. Each element offers a possible step towards maturation of an organization’s learning ecosystem, but the framework need not be implemented in its entirety. Instead, organizations should draw from it strategically, to allow customization of their ecosystem to the needs of the learners and of the organization. This newly proposed LEF 2.0 consists of seven key elements:

1) Technology and data architecture
2) Governance
3) Analytics
4) Semantic ePortfolios
5) Intrinsic and extrinsic motivators
6) Social learning and engagement
7) Personalization

4 Technology and Data Architecture

The technology and data architecture is the most important element as it forms the foundation of the learning ecosystem. As the authors of Ref. [15] remind us, “in any system, the foundation on which a learning ecosystem is built determines the capabilities and the extensibility of the learning ecosystem” (p. 1). If this element is not at the forefront of design considerations, future issues are likely to arise as the scope of use and the demands on the learning ecosystem increase. The potential for a learning ecosystem to provide meaningful learning experiences, scale to meet future data
needs, and support future technological and pedagogical design developments will be severely hindered by poor technology and data architecture [15].

4.1 Technology architecture

The technology architecture comprises all the technology required to run and manage a learning ecosystem. This may include LMSs, apps, websites, student information systems, authentication systems, competency database, data stores, data analytics systems, eLearning authoring tools, etc. To maximize the affordances of the technology architecture, integration and interoperability, the learning experience, and organizational needs should be considered.

Integration and interoperability: An LMS is not a one-size-fits-all solution. To support new pedagogies and new technologies, and to ensure scalability, the LMS must be supplemented. Much of the literature speaks to the need for easy integration and interoperability of all technology within a learning ecosystem [4, 7, 6, 10, 3, 16]. Ref. [6] argues that the integration of these platforms requires “communication protocols, interfaces, and data and resource description standards” (p. 469) that enable the flow of data between them. Ref. [4] outlines four key dimensions for interoperability within their NGDLE model:

1) All systems must be able to accept and exchange learning content in common formats
2) Integration must be easy enough for users to quickly add tools to their environment
3) The learning environment must be the key source of learning data
4) Use of interoperability standards that are compatible with other common standards

The IMS Global Learning Consortium developed the learning tools interoperability (LTI) standard in 2013 as an open specification for enabling plug-and-play integration of learning technologies [17]. LTI offers a way to easily and securely connect learning applications with learning platforms [18]. The latest version, called LTI Advantage (LTI version 1.3), brings several upgrades and is shown in Figure 2.
Typically, organizations have a core learning platform, such as an LMS or similar platform, which all learning tools are connected via LTI. The LTI core constructs a secure connection, confirms the tool’s authenticity, and authenticates the user via OAuth2. This exchange allows for learning data to be passed between the tools [18].

The Advanced Distributed Learning Initiative (ADL) is conducting similar work to the IMS Global Learning Consortium and LTI. The ADL was created in 1999 by a United States Presidential order to aid the Department of Defense in crafting “a vision for tailored, anytime, anywhere learning, and provide research and end-user facilitation to help reach that vision” [10, p. 2]. The ADL has lead development of specifications such as the Sharable Content Object Reference Model (SCORM) and the Experience API (xAPI). Recently, the ADL developed the Total Learning Architecture (TLA), which specifies data models, development patterns, and interfaces for creating interoperability between learning systems [10, 3]. The TLA offers a modular and scalable ecosystem that enables a diverse set of learning systems, each with their own niche in support of individual learning needs, to communicate and collaborate with one another, and share learning content and resources between them [10]. Through greater interoperability, the freeing of content from specific learning systems, and recommender algorithms, the TLA hopes to support a learner’s immediate needs and support their professional development across their entire career [10, 19].

There appear to be similarities in the methods and specifications that TLA and LTI employ to facilitate interoperability and learner support. This is likely to cause confusion about which specification an organization should adopt, as they seek to mature their learning ecosystem. In 2016, the IMS Global Learning Consortium and ADL began talks to compare their specifications and discuss whether there was opportunity for collaboration or integration of specifications [20]. Several recommendations were made during this meeting; however, progress to date is unclear.
The learning experience: The needs of the learner and a learning-centered model should be an important factor when planning the technology architecture of a learning ecosystem [7, 4]. ‘Learning experience design’ is an amalgamation of user experience design, instructional design, and design thinking [21]. When designing the learning experience, how learning occurs must be considered [22, 23] and the technology architecture must be developed to support this process across a learner’s entire career. From signing up for an account through to engaging with the learning ecosystem for an entire career, the technology should support the learner in achieving their learning goals and keep them in their zone of proximal development [24]. Many elements in the LEF 2.0 affect and support the learning experience, making it critical to consider the learning experience when discussing the elements in the framework.

Organizational needs: There is a gap in existing literature on learning ecosystems and the design of the technology architecture. Existing literature on development of learning ecosystems considers learner needs, and the learner experience, but consideration of the organization's needs (e.g. existing reporting mechanisms, system integrations, security requirements, electronic devices available at the organization, and human and monetary resources available to support the learning ecosystem) is missing. Certainly, an exclusive focus on organizational needs as the driver of learning ecosystem design would be problematic - for example, Ref. [25] highlights a real-world case study in which the organization’s technical requirements, rather than evidence of actual student usage patterns in the LMS, dominated the process of selecting a new LMS. However, the absence of literature on approaches to balancing organizational needs with learner needs in learning ecosystems is problematic, given the importance of an ecological perspective. Organizational needs, and the capacity for a learning ecosystem to support these needs, affect the entire ecosystem. For example, the potential to collect and make use of more and more useful educational data may facilitate improved institutional reporting and might usefully inform future education policies, pedagogies, and strategies. An opportunity for future research exists here, specifically the different ways in which a matured learning ecosystem can support the needs of an organization, as well as the needs of its learners.

4.2 Data architecture

The data architecture is the most important design consideration in developing a learning ecosystem [15]. The common phrase “garbage in, garbage out” is particularly true here. The quality of the data architecture will determine how effectively data can move around and be utilized in an ecosystem. It affects how elements 3-7 of the LEF 2.0 can be implemented and utilized to their full potential. The data architecture includes:

1) Data sources
2) Data stores
3) Data models
4) Data logistics
5) Data processors [15].
Data sources: Data sources may include a wide range of tools, sites or systems where learning data is being generated [15]. This may include LMSs, data from generated from within learning content (e.g. SCORM or xAPI), learning experience platforms (LXP), apps, websites, simulations, serious games, IoT devices, social media sites, student information systems, or human resources information systems (HRIS).

Data stores: Learning data is stored in data stores [15]. Decentralization of learning systems creates challenges for the capturing and use of educational data [26], and cloud-based data stores appear to offer better interoperability [7, 26, 4, 27]. Ideally, a central repository of all learning data would exist, however this is dependent on the data models used. For example, in an Experience API (xAPI) powered ecosystem, an LRS could act as the central repository of data where other systems in the learning ecosystem can POST and GET data from. Should multiple data models be used, a data lake may be required for centralization (A data lake is a centralized repository that allows for the large-scale storage of structured and unstructured data which are stored until needed [28]).

Data models: Data models include standardized data definitions and vocabularies, data transport mechanisms and methods of storing and validating data [15]. This requires implementing standardized data methods and languages throughout the learning ecosystem. (A simple example: “learning system A” may state that “John Smith watched the learning analytics best practices video for 5 minutes” while “learning system B” may state that “user 4839 engaged with the learning analytics best practices video for 300 seconds”. Implementation of standard data methods and languages avoids such problems.

xAPI and Caliper are two learning data models that have emerged recently. xAPI, developed by the ADL, is a data transport and storage mechanism [29]. It is an open specification that offers a flexible and customizable structure which makes it possible to collect learning data from a wide range of learning experiences across multiple learning systems [30]. eLearning developers can create custom xAPI statements within eLearning authoring tools or directly in HTML using JavaScript triggers. The flexibility offered by xAPI allows the developer to capture almost any learner engagement data needed. xAPI also includes xAPI profiles, such as CMI5, that provide additional structure and rules for use [29]. Caliper, developed by the IMS Global Learning Consortium, is similar to xAPI in that it collects learning data from multiple digital resources to provide more insightful learning analytics [31]. The authors of Ref. [29] conducted a thorough review of xAPI and Caliper, noting their similarities and highlighted four main differences. The differences include: (1) Licensing – Caliper has a closed license, while xAPI has an open Apache 2 license, (2) Governance – Caliper is governed by the IMS consortium, while xAPI is governed by the Data Interoperability Standards Consortium (DISC), although the xAPI specification is open source, (3) Approaches to development of core vocabularies and profiles – Caliper offers standardized profiles, while xAPI is open source, allowing the community to develop the vocabulary and offer profiles, and (4) Security and data protection – Caliper utilizes an API key, HTTPS/TLS 1.3 and JSON-LD while xAPI uses basic HTTP authentication, OAuth 1.0, and JSON respectively [20, 29]. Given the similarities between the two models, the IMS Global Learning Consortium and ADL have initiated consulta-
tions with the goal of moving towards an amalgamation of the two data models [31]. It remains to be seen what the outcome of this work will be.

**Data logistics:** Data logistics provide the methods for data to flow between systems and can include services such as identity, integration, and processing [15]. Streaming architectures such as Apache Kafka or AWS Kinesis provide data management and connections between data processors, allowing for real-time collection, processing, and sending of data and removing the need for sending batch data updates [15, 32]. Access to and utilization of real-time data could permit development of more useful dashboards and more effective adaptive knowledge systems (part of element seven of the LEF 2.0).

**Data processors:** Data processors use and make meaning from the data provided by the data logistics methods. They transform raw data into a format usable by humans or other systems [33]. These can include recommendation systems, competency systems, learning analytics systems [15], and human-readable formats such as reports or push notifications. Data processors are critical for adaptive knowledge systems (part of element seven of the LEF 2.0).

### 5 Governance

For a learning ecosystem to run effectively, there must be structures in place to manage the internal influences and react to external influences (see Figure 1), make decisions based on learning data and analytics, and guide the focus and direction of the ecosystem in support of the organization’s goals. Governance provides an avenue to do this by focusing on high-level work, including developing and managing cohesive policies, processes, and decisions, and achieving alignment between organizational goals and how the ecosystem supports these goals [8, 34]. Ref. [34] offers a summary of eLearning governance processes in the literature which has been adapted for a learning ecosystem as shown in Table 2.

**Table 2.** Learning ecosystem governance

<table>
<thead>
<tr>
<th>Element</th>
<th>Necessary steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roles &amp; responsibilities</td>
<td>Define roles and responsibilities and organizational structure for governance members [8]. This may include [8, 15]: a chief learning officer a chief information officer project manager strategy committee steering committee(s)</td>
</tr>
<tr>
<td>Learning strategy</td>
<td>Develop a learning strategy in support of organizational goals and learner needs [8, 7]. This may include a competency-based learning strategy where learning content, assessments, and evaluations are developed around supporting desired competencies in the organization [4, 35]. Learning strategy must also include considerations of factors external to the learning ecosystem, such as government policies and funding, which may affect the ecology.</td>
</tr>
</tbody>
</table>

http://www.i-jet.org
Investment approval | Define strategies and processes to ensure that investments in the ecosystem generate significant returns and value for the organization [34].

Architecture | Develop processes to determine architectural requirements needed for continuously supporting the learning ecosystem [34].

Data ethics, privacy and security | Develop policies and strategies around data ethics, privacy, and security [36, 37].

Development | Develop processes to create and maintain learning resources [34]. This may include [8]: instructional design process, learning development process, content review process, style guides.

Service level agreements | “Develop processes to list available services, alternative quality levels, and related costs” [34, p.531].

Costs | Determine accounting mechanisms for allocating central learning ecosystem costs to business units [34].

Evaluation and assessment | Develop strategies and processes for evaluation, quality control, and updating learning content [34].

6 Analytics

The Internet, and more recently the explosion of mobile devices, wearable technology, and IoT (internet of things) devices, have vastly increased the volume of user activity data that can be collected in many contexts. We have come to rely on these devices as part of our everyday lives – as a source of information, access to entertainment, communication, shopping, banking, and work [38]. The vast amounts of data now commonly captured is often referred to as Big Data. Analytics - the practice of using data to inform decision making [39] - has become an integral feature of marketing and business intelligence. Analytics are being used to focus product lines, strategically develop marketing strategies based on an individual’s shopping habits and to create predictive models of what products and individual will likely need in the future [40]. Insurance companies use big data and analytics to set insurance prices based on your demographic information, and medical analytics track the spread of disease to help target intervention [38].

With the increasing adoption of online education, the increasing use of mobile devices in education, the recent advent of learning data standards such as xAPI and Caliper, and the recent push for learning systems interoperability, there is the potential to capture ‘Big Educational Data’ and apply analytics to learning data in a learning ecosystem. Remaining questions include how to best apply these analytics strategies in education, and which data items should be captured? Different types of analytics for the purposes of education are summarized below. The scope of data and data ethics and security are then considered.
6.1 Business analytics

In a learning ecosystem context, business analytics give decision makers access to indicators and dashboards outlining how the learning ecosystem is performing. The identification and use of learner patterns and behaviours can be used to inform future design strategies [40]. This type of analytics is most useful for individuals who govern the learning ecosystem.

6.2 Academic analytics

Academic analytics offer leaders and individual learner’s data detailing learner performance data and knowledge flow [41]. Academic analytics may include a top down view of learner knowledge and skills ecosystem-wide, broken down into different demographics (with comparisons between), or narrowed down to a specific course or cohort. At the individual learner level, academic analytics may include data organized into semantic ePortfolios (element four of the LEF 2.0). This form of analytics is most useful for governance members, system administrators, instructors, and learners.

6.3 Learning analytics

Learning analytics has been defined as the “measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimizing learning and the environments in which it occurs” [42]. Learning analytics can include interpreting learning data against pedagogical intent, as the authors of Ref. [43] outline with their framework of checkpoint and process analytics. Learning data can be captured in the form of click data, learner experience data, and learner performance data. For online discussions, discourse data can be analyzed through social network analysis and lexical analysis – see for example Ref. [44]. Learning Analytics can also include a training evaluation framework such as the one discussed in Ref. [45], which includes data measuring results, behaviour, learning, and reaction. This form of analytics is most useful for course instructors, instructional designers, and course developers.

6.4 Predictive analytics

Predictive analytics can be described as an “area of statistical analysis that deals with extracting information using various technologies to uncover relationships and patterns within large volumes of data that can be used to predict future behaviour and events” [39, p. 9]. It is often used to develop early warning systems, and adaptive knowledge systems (see element seven of the LEF 2.0). This type of information is useful for governance members, system administrators, instructors, and learners.
6.5 Scope of data

“What data should I capture?” is a key challenge when considering the implementation of analytics. In particular, it is important to collect data that is meaningful relative to your analytic goals, rather than simply capturing ‘everything in case it is needed’. Ref. [46] provides a set of six “W” questions, shown in Table 3, to be considered when developing analytic approaches.

Table 3. Questions to consider when planning to capture learning data

<table>
<thead>
<tr>
<th>Element</th>
<th>Questions</th>
</tr>
</thead>
</table>
| Epistemology | What are we measuring?  
|           | How are we measuring?                         |
| Pedagogy | Why is this knowledge important to us?  
|           | Who is the assessment/analytic for?           |
| Assessment | Where does the assessment happen?  
|           | When does the assessment and feedback occur? |

With similar goals in mind, the authors of Ref. [47], adapted the Rapid Outcome Mapping Approach (ROMA) for the learning analytics context developed by Ref. [48]. This model includes seven steps:

1) Define a clear set of overarching policy objectives  
2) Map the context  
3) Identify the key stakeholders  
4) Identify learning analytics purpose  
5) Develop a strategy  
6) Analyze capacity; develop human resources  
7) Develop a monitoring and learning system (evaluation) [47]

Building on ROMA, the SHEILA project provides for a validated framework that includes:

1) Map the political context  
2) Identify key stakeholders  
3) Identify desired behaviour changes  
4) Develop an engagement strategy  
5) Analyze internal capacity to effect change  
6) Establish monitoring and learning frameworks [49].

The SHEILA project includes a website which expands on this and provides for an online tool to create your own framework. This website can be found here [http://sheilaproject.eu/sheila-framework/create-your-framework/overview/](http://sheilaproject.eu/sheila-framework/create-your-framework/overview/).
6.6 Data ethics and security

Invasive privacy policies, selling of personal data, and the increasing number of data breaches speak to the need for a commitment to data ethics and security. Simply typing your email address into https://haveibeenpwned.com shows the scale of security breaches from a multitude of websites and organizations, with billions of pieces of personal information stolen. Recent privacy scandals from Cambridge Analytica and Facebook, and breaches from Equifax and Chase credit card have revealed public distrust and anxiety about how organizations are using and securing data. With these growing concerns, it is vital that data ethics and security be a top priority. According to Ref. [36], the main ethical and privacy issues in learning analytics include “the collection and aggregation of data, informed consent, de-identification of data, transparency, data security, interpretation of data, and classification and management” (p.6). A few organizations have developed frameworks which are of use to data ethics and security in a learning ecosystem. Two of these frameworks are described below.

OECD privacy framework: The Organization for Economic Co-operation and Development (OECD) developed the first internationally agreed upon principles of data privacy. This privacy framework is shown in Table 4, as summarized by Ref. [36].

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collection limitations</td>
<td>“There should be limits to the collection of personal data. Data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject.”</td>
</tr>
<tr>
<td>Data quality</td>
<td>“Personal data should be relevant to the purposes for which they are to be used, and to the extent necessary for those purposes. Data should be accurate, complete and kept up-to-date.”</td>
</tr>
<tr>
<td>Purpose specification</td>
<td>“The purposes for which personal data are collected should be specified not later than at the time of data collection. Subsequent use should be limited to the fulfillment of those purposes or compatible purposes.”</td>
</tr>
<tr>
<td>Use limitation</td>
<td>“Personal data should not be disclosed, made available or used for purposes other than specified – except with the consent of the data subject or by the authority of the law.”</td>
</tr>
<tr>
<td>Security safeguards</td>
<td>“Personal data should be protected by reasonable security safeguards against loss or unauthorized access, destruction, use, modification, or disclosure.”</td>
</tr>
<tr>
<td>Openness</td>
<td>“There should be a general policy of openness about developments, practices and policies with respect to personal data. Information on the existence and nature of personal data, purpose of their use, and the identity and location of the data controller should be available.”</td>
</tr>
</tbody>
</table>
| Individual participation | “Individuals should have the right to obtain confirmation of whether or not data relating to them is held and to have communicated to them the data, to be given reasons if a request is denied, and to challenge data relating to them and
Accountability
“The data controller should be accountable for complying with measures which give effect to the above principles.”

JISC’s code of practice for learning analytics: JISC, an organization providing digital solutions for education and research in the United Kingdom, sets out eight guidelines in what they call a “Code of practice for learning analytics”. The guidelines, as summarized by Ref. [36] are displayed in Table 5.

Table 5. JISC’s code of practice for learning analytics

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Responsibility</td>
<td>“Institutions must decide who has overall responsibility for the legal, ethical and effective use of learning analytics.”</td>
</tr>
<tr>
<td>Transparency and consent</td>
<td>“Institutions will define the objectives for the use of learning analytics, what data is necessary to achieve these objectives, and what is out of scope.”</td>
</tr>
<tr>
<td>Privacy</td>
<td>“Access to student data and analytics should be restricted to those identified by the institution as having a legitimate need to view them.”</td>
</tr>
<tr>
<td>Validity</td>
<td>“It is vital that institutions monitor the quality, robustness and validity of their data and analytics processes in order to develop and maintain confidence in learning analytics and ensure it is used to the benefit of students.”</td>
</tr>
<tr>
<td>Access</td>
<td>“Students should be able to access all learning analytics performed on their data in meaningful, accessible formats, and to obtain copies of this data in a portable digital format.”</td>
</tr>
<tr>
<td>Enabling positive interventions</td>
<td>“Institutions should specify under which circumstances they believe they should intervene when analytics suggests that a student could benefit from additional support.”</td>
</tr>
<tr>
<td>Minimizing adverse impacts</td>
<td>“Institutions recognize that analytics can never give a complete picture of an individual’s learning and may sometimes ignore personal circumstances. Institutions will take steps to ensure that trends, norms, categorization or any labeling of students do not bias staff, student or institutional perceptions and behaviours towards them, reinforce discriminatory attitudes or increase social power differentials.”</td>
</tr>
<tr>
<td>Stewardship of data</td>
<td>“Data for learning analytics will comply with existing institutional data policies and the DPA (Data Protection Act)”</td>
</tr>
</tbody>
</table>

To maintain the trust of learners engaging with the learning ecosystem, a dedication to data ethics and privacy is a must. Providing the learner control and ownership over their data, for example, allowing them to choose what systems or organizations can access their data, may be advisable. Policies and guidelines, such as those described in Ref. [37], must be established.
7 Semantic Portfolios

A growing number of organizations are implementing ePortfolios as a tool to support student learning and assessment [50], because they afford learners the opportunity to provide evidence of their learning [6, 51]. Within a learning ecosystem, a semantic ePortfolio can show a learner’s learning progression throughout their entire career. It can be designed to show where more support is needed or show suggestions for next steps based on an identified career path.

There are two primary ways information can be added to semantic ePortfolios in the LEF 2.0. First is the more traditional route, where learners can add work they want to display, in a variety of formats, including audio, images, videos, and text [52]. The second is through use of the wealth of learning data available as part of the learning ecosystems data architecture. This data is especially useful if learning content and activities are designed around a competency-based system. As learners engage with content, activities, evaluations, assessments, etc., a record of this engagement and learner performance is captured for each competency and is added to the ePortfolio. An opportunity exists to gamify this data [6]. Learners could work towards leveling up in the identified competencies. Content, evaluations, assessments, etc. could award experience points towards the competencies. New learning content and activities could be unlocked as a learner level up. Gamified or not, the automatic collection of learning data into the learners ePortfolio allows the learner to see their progress over time and gives them an avenue to provide evidence of their knowledge and skill development.

8 Intrinsic and Extrinsic Motivators

Keeping learners motivated to learn can be a challenge. Within a learning ecosystem, the challenge is even greater as learners must continue to be motivated throughout their career. Ref. [53] focused on the elements that make games fun and educational. Through their work the authors developed a taxonomy of intrinsic and extrinsic motivations that include:

1) Challenge
2) Curiosity
3) Control
4) Cooperation
5) Competition
6) Recognition

More recently the authors of Ref. [54] utilized this taxonomy, described below, in the mobile learning landscape. They offer examples to illustrate how each motivator could be utilized in a learning ecosystem both at the individual course level, and ecosystem-wide.
8.1 Intrinsic motivators

The ultimate goal is “to develop learners who are self-directed and self-motivated” [54, p. 85]. To assist in achieving this goal, Ref. [53] proposes three critical intrinsic motivators.

**Challenge:** Keep learners within their zone of proximal development [24]. Ref. [2] speaks to a need to balance challenge with the needs and abilities of the individual student. An adaptive knowledge system (part of element seven of the LEF 2.0) could be employed, adapting the difficulty of content automatically based on the needs of the learner as derived from the learning data. Ref. [53] suggests additional methods for maintaining an appropriate challenge level, including creation of different levels of instruction that students can choose from, introducing time constraints, and providing incomplete information so that the learner must engage in their own process of inquiry. Aside from different levels of content difficulty, challenges from an ecosystem-wide level could be put forth for learners to complete. Similar to achievements in video games, these challenges could include time-based completions, beating personal high scores, achieving competency levels, etc. It is evident that such challenges might also effectively leverage extrinsic motivators such as cooperation, competition, and recognition (see section 8.2, below).

**Curiosity:** Stimulate learner curiosity through careful learning design. Curiosity is divided into two broad categories: sensory curiosity and cognitive curiosity [53]. Sensory curiosity is stimulated by effecting changes in the learning environment depending on learner actions. This could include changes in light, sound, or other sensory stimuli [54]. Sound effects, music, animations, haptic feedback, etc. can be used as learners perform actions, such as clicking a button, getting an answer correct, completing content, leveling up a competency, earning an achievement, etc. Cognitive curiosity is spurred when a learner discovers their knowledge or skills are incomplete, causing them to want to explore and learn new information or skills. This may be achieved by offering learners appropriate challenges [53]. At the ecosystem level, competency level pathways could be displayed to the learner allowing them to see content and activities that may contain new information that they have yet to unlock. Additionally, “did you know” notifications can ‘nudge’ learners to engage with content in the ecosystem.

**Control:** Provide the user control over their learning experience by offering choices, letting them set goals, letting them control the pace of learning, and automatically curating content based on their identified areas of interest [53, 54, 2]. The learning experience platform (LXP) Degreed (https://degreed.com), asks users to identify areas of knowledge and skill development interests when they first create their account (though these can be edited later). Degreed then curates content for the learner based on these preferences into a Facebook-like newsfeed. This control measure allows learners to customize their learning experience based on what they want to learn rather than what an organization wants them to learn.
8.2 Extrinsic motivators

Ref. [53] suggests three forms of extrinsic motivation that can also support self-directed learning skills.

**Cooperation:** Create a learner-centered, socially interactive environment allowing users to learn at their own pace, learn and collaborate with other users, and allow users to work toward common goals or achievements [54]. Employing methods of social networks (element six of the LEF 2.0) and allowing learners to work towards common goals can support cooperation. For example, create course-based or ecosystem-wide challenges that can be collaboratively worked towards by all learners.

**Competition:** Promote healthy competition between individuals or groups through ecosystem-wide and/or course-based competitions. This could be achieved through time-based competitions, achieving levels, achieve a certain number of experience points, etc. can be utilized to create competitions amongst individuals or groups.

**Recognition:** Provide public recognition of users’ accomplishments through leaderboards, achievements, levels, points, and other forms of recognition [54]. Highlight learner accomplishments within a social network-like structure or through email blasts, such as monthly newsletters, to provide recognition.

9 Social Learning and Engagement

Social learning and engagement methods allow for connections to be made between the biotic units of the learning ecosystem. Ref. [4] highlights the need for collaboration in their NGDLE, arguing that an important goal when considering the design of a learning environment is including resources, tools and support for collaboration. Ref. [2] also includes discussion, and collaboration tools as part of their learning ecosystem framework. While the importance of learning in a social space and as part of a community has been established in the literature and in the works of Piaget and Vygotsky [55, 56, 57, 58, 59, 60, 61], a limitation of many learning systems has been the implementation of social tools only within a course space [4]. This limits social learning and engagements to specific groups at specific times and does not afford the option to continue the discussions after a course has completed.

With the emergence of social networks, it is argued these platforms have the potential to enhance online learning and engagement [62]. Platforms such as Facebook, LinkedIn, Twitter, Instagram, and YouTube offer individuals a space to establish and maintain relationships, follow other people, express themselves, discuss topics, and share pieces of their lives with others [62, 63]. Learning Experience Platforms (LXP) have come into the scene recently to take advantage of the affordances of social networks. For example, as described previously, the LXP Degreed curates content from the Internet based on a learner’s declared interests and presents content to the learner in a Facebook-like newsfeed. Learners across the platform can engage with each other about this content in a similar fashion to Facebook discussions. LMSs too have taken to integrating elements of social networks into their systems. In the popular LMS SABA (https://www.saba.com) for example, learners can post their own content, follow other learners on the platform, and have discussions outside of course spaces.
10 Personalization

Personalization of the learning ecosystem is a critical factor in shaping the user experience of the learning ecosystem and is dependent on interoperability [4]. According to Ref. [4], personalization consists of two aspects:

1) Personalization of the learning environment
2) Adaptive learning

10.1 Personalization of the learning environment

Personalization allows all users of a learning ecosystem to shape elements of the ecosystem to fit their specific needs and local context. Allowing learners, instructors, and organizations to be the “architects of their learning environment” (p. 5) is powerful [4]. From a learner’s perspective, this may include choosing what device to use when engaging with content, choosing what content to engage with, choosing which features are available to them, choosing what data to share with the learning ecosystem, and customizing elements of the user interface. From an instructor’s perspective, this may include choosing what tools are available in their course space, choosing a learning platform and delivery method (e.g. traditional eLearning format vs pushed content to a learner’s email), and customizing the user interface of their course space. From an organizations perspective, this may include choosing what learning systems their data and systems connect with (especially if the learning ecosystem spans across multiple organizations), customizing access settings so they can administrate the system the way they need to, and customizing elements of the user interface to reflect the brand of the organization.

10.2 Adaptive learning

While adaptive learning is not a new concept, advancements in technology have created a resurgence of the idea [64]. Adaptive learning utilizes the ecology of the learning ecosystem, putting the data to work to provide a personalized experience by suggesting learning content and activities to meet the specific needs of the learner [38]. Learner performance and engagement data is analyzed and mapped against a competency framework that describes expected knowledge, skills, behaviours, and attitudes [3]. The system then alters the learner’s pathway, suggests learning content, activities, resources, and coaching to remediate or advance the learner [3, 4, 64]. A high-quality technology and data architecture is imperative for creating a learning ecosystem that is adaptive and responsive to the immediate needs of the learner [6, 15, 4]. It is important to note however, that while adaptive learning has promise and has generated some excitement, it is not uncontroversial. Seen by some as a “digital snake oil”, adaptive learning projects such as Arizona State Universities “Knewton”, which saw an investment of $180 million, was a complete failure [65]. While this is not a call to abandon adaptive learning, it is an important note to be critical about the claims of adaptive learning system, to recognize adaptive learning as simply another availa-
ble design feature we may adopt, and to ensure data strategies and usage are supported by the literature and that they follow well established data ethics and security policies.

11 Discussion and Conclusion

The notion that an LMS is sufficient for supporting employee learning and development throughout their career is no longer credible. LMSs have so far failed to keep pace with the affordances of contemporary technologies, suffer from poor interoperability, collect poor learning data, and typically lack any capacity for personalization. Addressing these limitations requires thinking about learning environments from a different perspective: the ecological and holistic approach of a learning ecosystem. The proposed LEF 2.0 described in this paper combines existing literature to create a framework that considers the entire ecology of a learning ecosystem and is offered as a guide to mature existing organizational learning ecosystems.

The LEF 2.0 should be worked towards in stages: Elements 1-3 should be the initial focus. The importance of the technology and data architecture cannot be understated. It is the foundation that all functions of the learning ecosystem rely on, and its structure determines the future scalability of the ecosystem, allowing it to grow with the needs of the learner and organization. Establishing governance will position the learning ecosystem at a strategic level, increase organizational buy-in, and guide the growth and sustainability of the learning ecosystem. Gathering and using analytics in the initial stages will provide insights into how the learning ecosystem is being used, will provide education developers with useful data for improving current and future courses and activities, will provide governance with data to base strategic decisions on, and will inform next steps for further implementation of the LEF 2.0. In the initial stages of maturing the learning ecosystem, it is suggested to start small, capture targeted data to avoid becoming overwhelmed.

Future directions for research should focus on each individual element of the LEF 2.0, a dive deeper into the literature to uncover best practices in design and implementation, and to apply these elements in real world settings. While there is a wealth of literature about each element, how the elements best support the ecology of a learning ecosystem should be explored further. Additionally, an examination of how a learning ecosystem can best support organizational needs should be conducted.
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